
A. Additional Implementation Details

When training, we used �d = 0.1, � = 0.7, and �gr =
10�3/2.

A.1. Fitting Hyper-Parameters

Phase A. The SDVAE/R32 NeRFs were optimized for
500/3000 iterations, using learning rates of 10�4/4⇥ 10�4.
The learning rates were halved at 150, 300, and 450 itera-
tions (SDVAE) and every 500 iterations for R32. Patches of
size 5122 were used, with batch sizes of 3/5.

Phase B. The joint optimization was run for 20K iter-
ations. We used 4096 rays for the colour and DS-NeRF
losses, each. The latent loss, Lp, is computed via 322 latent-
space patches. The learning rate (excluding the VAE) starts
from 10�2 and is decayed according to 10�2 ⇥ (10�1)t/⌧ ,
where t is the step iteration and ⌧ = 104. The VAE is opti-
mized with a fixed learning rate of 10�4.

Phase C. Decoder fine-tuning proceeds for 3000/10000
iterations for the SDVAE/R32 architecture. A batch size of
three was used (one from SI and two from eSI ). Note that
we render 512 images from the RGB-NeRF to act as super-
vision (i.e., |eSI | = 512). The process starts from a learning
rate of 10�4, and is decayed by 0.5 every 1000/2500 itera-
tions.

A.2. R32 Architecture

The encoder, E, has the following structure: C5, RBIN,
HD, RBIN, HD, RBIN, HD, RBIN, C1. The compo-
nents are as follows: C5 is a conv-5⇥5-norm-elu block;
RBIN is two residual blocks [23], each using conv-3⇥3
and norm; HD is a bilinear halving downscaler; and
C1 is just a conv-1⇥1. The encoder has layer sizes of
(32,128,128,256,256).

The decoder, D, has the following structure: C1,
RBIN, HU, RBIN, HU, RBIN, HU, RBIN, C1, sigmoid.
Components are the same, except that HU is a bilin-
ear doubling upscaler. The decoder has layer sizes of
(256,256,128,128,32).

Both networks use the ELU non-linearity [12] and in-
stance normalization [73] as norm.
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